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B crarbe paccMOTpEHO HCCIIeI0BaHHE ATOPUTMOB KIacCH(HKAIMH B CHCTEMax 00paboTKH 3asBoK. Llenpio BbI-
THOJTHEHHOTO HCCIIE/IOBAHHS SBIISIETCS BEIOOP HaubOsIee MOAXO/AIEr0 alropuT™Ma KIacCH(UKALUI U1l ONTUMU3ALMH
cucTeMbl 00paboTKH 3asBoK. OnpezereHa 00IacTh penracMbIX 3a1ad KaxkI0ro aJlrOPUTMAa, BBISBICHBI HX MPEHMYIIe-
CTBAa M HEJOCTATKM, MPOBEIICHO MMUTAIIMOHHOE MOJICTMPOBAHIE AITOPUTMOB KJIACCH(UKAINHI, OLICHUBAHHNE MOZIETIeH
Ha OCHOBE Pa3lMYHBIX TOKasareneil. B pesynbrare IpoBEIEHHOTO aHANIM3a MATEMATHUYECKOTO aIllapara aaropuTMoB
00y4eHHs! BBIZICIICHbI alTopuTMBbI 00yueHnst ¢ yunrenem (Supervised Machine Learning, SML), kotopsle ncrnons3y-
FOTCSl JUIA PeIeHus 3a1aun knaccudukanyn. Jlas 060CHOBaHHOTO BBIOOPA MOIXOMSIIETO adrOPUTMA KIIaCCH(UKAIUH
HPOBEICHO HMHUTALMOHHOE MOZIEIMPOBAHHE aIropuTMOB. OLEHHBAINCH AITOPHTMBI HA OCHOBE IPOIYCKHOM CrIoco0-
HOCTH, BPEMEHH OTKJIMKA M TOYHOCTH. MozieampoBaHue BhINoNHeHO B cucteme RapidMiner, kotopast siBisieTcs cpeoi
JUIS TIPOBEJICHHS KCIIEPUMEHTOB M PEIICHHS 3a1a4 MHTEIUICKTYaIbHOTO AHAIN3a, BU3yal3allii ¥ MOJIETHPOBAHHS.
B pesynbrare HcClIe0BaHMS OKa3al0Ch, YTO HauOOIee MOIXOMAIMI alIropuT™M KIAaCCH(HUKAIMH JUIS ONTUMH3ALMH
CHCTEMBI 00pabOTKH 3as1BOK — JITOPUTM «JIepeBo pereHni» (decision tree). [lis knaccudukaiyy 3asBOK OH MOXET
ObITh ((EKTHBHBIM BHIOOPOM JUIs ONTHMHU3AIIHK TIpoIiecca 0OpabOTKH 3a CUCT BBICOKOH TOYHOCTH M IMPOITYCKHON
CIIOCOOHOCTH, JIETKO HHTEPIPETUPYETCs JUIs PA3IHYHBIX JaHHBIX, TPeOyeT HeOOJbIIOH H CPABHUTENBHO TIPOCTOMH Mpe/-
BapHUTEIIbHOH 00pabOTKH TaHHBIX, a TAKXKE CIIOCOOCH 00pabaThIBaTh KaK YMCIIOBBIC, TAK M KATCTOPHAIIbHbIC TaHHBIC.
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This study examines classification algorithms used in request-processing systems. The aim of the research is
to identify the most suitable classification algorithm for optimizing the request-handling workflow. The scope of
tasks addressed by each algorithm was defined, their advantages and limitations were analyzed, and simulation-based
modeling and evaluation were conducted using multiple performance metrics. Based on an analysis of the mathematical
foundations of learning algorithms, Supervised Machine Learning (SML) methods applicable to classification tasks
were selected for further investigation. To justify the choice of an appropriate classification algorithm, simulation
modeling was carried out with a focus on throughput, response time, and accuracy. The modeling was performed in
RapidMiner, a platform designed for data mining, visualization, and simulation. The results show that the decision
tree algorithm is the most suitable option for optimizing request-processing systems. Owing to its high accuracy and
throughput, interpretability across different data types, minimal preprocessing requirements, and ability to handle both
numerical and categorical variables, it proves effective for request classification.
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BBenenue

Ha cerogmsimiauii MOMEHT mporiecc 00-
paboTku 3asBoK B cuctemax WUT-momnepxkn
BHEIIHUX KJIMCHTOB, MOMYYAIOIMNX YCIYTH
TEJICKOMMYHUKAIIUN, SBISICTCS  3aTPATHBIM
U JJIATEIBHBIM, MOCKOJBKY HA TaKUe PyTHUH-

HBIE 3aJa4H, KaK Kiaccu(uKams 3asiBOK U UX
JCKaJlalysl, 3aTpaduBacTcs OONbLIOE KoJIn4e-
CTBO pecypcoB. CHMKEHHE MOJOOHBIX 3aTpaT
BO3MOJKHO C ITOMOIIbIO BHEAPCHHUS CHCTEM 00-
paldOTKH 3aBOK, YTO ITO3BOJIUT COKPATUTh Bpe-
MsT X 00paOOTKH, YMEHBIIUTH TPYA03aTpPaThl
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1 00eCIeunTh MPO3PaYHOCTh OM3HEC-TIPOLIEC-
coB. B HacTosiee Bpems pa3paboTaHo 0OJib-
moe Koim4ecTBo cucteM Ttuma: Service Desk
u Help Desk, koTopbie XOpoImIo CIpaBIIsIFOTCS
C Ppa3TUYHBIMH 3a/adaMd I10 ONTHMH3AIUH
OM3HEC-TIPOIIECCOB, HO, HECMOTPS Ha IIUPO-
KM CIEKTp HMHCTPYMEHTOB, KOTOPBIC MPEJ-
JararoT JJAaHHbBIC PEIICHUS, OHU HE MO3BOJISIOT
MTOJTHOCTBIO ONTHMHU3UPOBaTh TaKWE 3aJlaud,
KaK, Hampumep, KiIacCUPUKAIMSA WIH TPH-
opuTh3anusa 3asBoK (obOpamienuii). Ilo 3Toit
MPUYUHE CTAHOBHUTCS HOPMOW B 3TU CHUCTEMBI
BHE/IPSATh TEXHOJOTHM HCKYCCTBEHHOTO WH-
TEJUIEKTA, IPUMEHEHHUE KOTOPBIX YBEIUUNBACT
3¢ (eKTUBHOCTHh PabOTHI CUCTEM B IIEJIOM, CO-
KpaliaeTr BpeMsi OTKJIMKA U MOBBIIIAET yAOBIET-
BOPEHHOCTH MoJib30Barelseil. Mcnosb3oBaHue
HUHTEJUICKTYaJIbHBIX PEIICHUI T03BOJISET I10-
BBICUTh KOHKYPEHTHOE MPEHUMYIIECTBO KOM-
aHuu 3a cyet ontumusanuu UT-npoueccos,
COKpallleHHs BpeMeHHU Ha 00paboTKy 3asBOK,
a TaKXe TOBBIIIEHUS YIOBICTBOPEHHOCTH
10JIb30BaTENeH U KIMEHTOB, HO HEOOXOIUMO
NpU BHEAPECHUU HWHTEJUICKTYyalIbHBIX pele-
HUU TNPUMEHSATH TEXHOJIOTHH, COOTBETCTBY-
IOIIUE CTPYKTYype CHCTEMbI, TpPEOOBAHHSIIM
K HeW C TOYKH 3pSHHS peabHbIX OM3HEC-TIPO-
neccoB. [loaToMy 10CTaTOUHO BAKHOU U aK-
TyalbHON 3ajadeil SIBJISETCS HUCCIEAOBAHUE
aJTOPUTMOB KJIaCCU(UKAIIMH, KOTOPhIC MOX-
HO MPUMEHSTH JJI ONTHMH3AIUU IPOIECCOB
00paboOTKH 3asBOK.

Lenabp nanHoii padoThl COCTOUT B HUCCIIE-
JIOBAaHWH TIOMYJISIPHBIX aJTOPUTMOB  KJIACCH-
(mukarmy 3asBOK B CHCTEMaxX KOMMYHHKAIIWH.
st mocTKeHUs 11en TPeOyeTCs pEInuTh Clie-
Iyromye 3a1add: 1) BBIIBUTH MPEUMYINECTBA
Y HEJIOCTATKH CYILECTBYFOLIHX MOIXOIOB; 2) TIPO-
BECTH MOJICIIMPOBAHKUE AaJTOPUTMOB KJIACCH-
(hukaruu; 3) OIEHNUTh MOAEITH Ha OCHOBE pa3-
JMYHBIX TIOKa3areseil, ¥ B UTore BEIOpaTh HaW-
0oJiee TIOAXO/IAIINI aNrOPUTM KITaCCU(PHUKAITUH
JUTSL ONITHMU3AIMH CHCTEMBI 00Pa0OTKH 3asIBOK.

MarepuaJibl H MeTOAbI HCCIeTOBAHMS

OTMeTUM OCOOCHHOCTH TPUMCHEHUS Me-
TOZOB KJacCU(UKAIIMA 3asBOK B CHCTEMax
KOMMYHHKAI[MH. Bo-nepBbIX, BO MHOTHX TpPakK-
THUYECKUX 3aJa4aX HEBO3MOXKHO HCIIOIL30BaTh
3apaHee M3BECTHBIC METOJbI MIIM aJITOPUTMBI,
MOCKOJIbKY MEXaHH3Mbl F€HEpaIlMd HUCXOIHBIX
JITAHHBIX HEU3BECTHBI WM UMEIOIIEeHCs nHpOp-
Maliyd HEAOCTATOYHO UIA CO3JaHHUS MOJIENH,
OIMUCHIBAIOIICH HCTOYHUK JAHHBIX. [OBOPSIT,
YTO B TAKHX CUTYAIMSIX HCCJICI0BATEIb HME-
€T JeJI0 C «YEPHBIM SIIUKOMY», U3 KOTOPOIO
MOCTYMAKOT JIaHHble. B TakoMm ciy4ae eiuH-
CTBCHHBII BapUaHT — aHAJIM3UPOBAThH JOCTYII-
HYIO TOCIIEIOBATEIILHOCTh MCXOMHBIX JaHHBIX
U TBITAThCS JIeNIaTh MPEACKA3aHUsS, YITydllas
MO/ICITb 10 MEPE MOCTYIJICHUS HOBBIX JaHHBIX

[1; 2, c. 864; 3, c. 62]. Bo-BTOPBIX, KasKIbIii
IK3EMIUISIP B JIIOOOM HaOOpe NaHHBIX, IpHU-
MEHSEMOM aJITOPUTMaMH MAIIMHHOTO 00yue-
HUSI, TIPEACTABIICH C HCIOIb30BAHUEM OIHOTO
Y TOTO K€ Ha0opa MPU3HAKOB, IPHYEM CIIETyeT
YUHUTHIBATh, YTO MPHU3HAKK MOTYT OBITH HETpe-
PBIBHBIMH, KaT€rOpHaJbHBIMUA WM OMHAPHBI-
MU. B-TpeTbux, eciiu 3K3eMIUISipbl UMEIOT W3-
BECTHBIE METKU (HAOOp pa3MeueHHbIX JaHHBIX
JUI. TPEHUPOBKU MOJIENM Ha BCEX JTamax ee
MOCTPOCHUS), TO Takoe OOYYCHUE HA3bIBACTCS
oOyuenuem c yuureneM (Supervised Machine
Learning, SML), B oinume ot oOyueHust 6e3
yuutens (Unsupervised Machine Learning,
UML), rie sK3eMIUIsIpbl He UMEIOT METOK — HC-
TMOJTB3Ys 9T HEKOHTPOJHPYeMbIe (KIIacTepHbIE)
ANTOPUTMBI, HCCIIEIOBATEIN HAACIOTCSI OOHa-
PY)KUTh HEHU3BECTHBIC, HO IOJE3HBIE KIIACChI
00bekTOB [4, c. 53]. B-ueTBepThIX, BO3MOXKHA
CUTyanus, Korna uHpopManus aiast oOydeHHs
MPEIOCTAaBISIETCS CUCTEME U3 BHEIIHEH CpPe/ibl
(BHELIHMH TpeHep, YUUTENb) B BUJIE CKaJIIPHO-
TO CHrHajia TIOIKPETUICHHSI, KOTOPBIH SIBISIETCS
Mepoi TOr0, HACKOJIBKO XOPOIIO CHCTeMa pado-
TaeT. B aToM cimyuae oOyuaromuiicss HE TOTy-
YaeT yKa3aHUM, KaKUe ICUCTBUS CIIEYET Mpe-
NPUHUMAaTh, a JAOJDKEH CaM BBISICHUTH, KaKue
JEeWCTBHS IPUHOCST HAWITyUIllee BO3HATPasKIe-
HHE, TPO0ysl TOOUYEPEHO Kaxk10€ U3 HUX — 00-
yuenue ¢ nogkperuieHueM (Reinforcement Ma-
chine Learning, RML) [5, c. 210]. YuutsiBas
yKa3aHHbIE 0COOCHHOCTH MTPUMEHEHHS CUCTEM,
OTMETHUM, YTO Ki1accuuKkaims 3asBOK KaK 3a-
Jla4a MaIIMHHOTO OOYYeHUs] OTHOCHUTCS K  Ka-
TEropur 0O0yUYEeHHUS C yUUTENEM, B KOTOPOH MO-
Jenb o0ydaeTcs Ha pasfe’eHUH HaOMoneHuH
Ha HECKOJIbO KJIACCOB.

[Iponiecc B oOydeHHH C y4HTEIEeM pas-
JieJieH Ha JBa dTama: o0y4eHHe M TeCTHpOBa-
Hue [6; 7, c. 210]. Anroput™, HCIOIb3yeMbIit
JUISL KaTeropu3alvy JIaHHBIX B OJUH U3 He-
CKOJIBKO TIpe/IONIpE/ICNIEHHBIX KIIacCOB, UTPAET
ponb KinaccuduKaTopa, OCHOBHAs IIelb KOTO-
pPOr0 COCTOHMT B TOM, YTOOBI Hay4HThCS pac-
MO3HaBaTh W TMPaBUJIBHO KJIACCH(DUIIMPOBATH
HOBBIE IaHHBIE HA OCHOBE WH(POPMAIIH, ITOJTY-
YeHHOI M3 00yJaroliero Habopa JaHHbIX.

O030p MaTeMaTH4ecKoro ammapara ai-
TOPUTMOB  OOYYEHHUS] TO3BOJIWJI  BBIICIUTH
CIIEAYIOIINE AITOPUTMBI B OOYYEHUH C Y4H-
TEeJIeM, HCIIONb3yeMble MJIsl pelIeHHs 3aja-
YH KJIACCU(DUKAIIIH:

— UCKYCCTBEHHbIE HEHpOHHBIE ceTH (Arti-
ficial Neural Network, ANN) [8],

— HaWBHBIN 0alieCOBCKUHN KJIACCHU(PHUKATOP
(Naive Bayes) [9, c. 34; 10],

— meron Onmmxkaiimmx cocener (K-nearest
Neighbor, k-NN) [4, c. 64; 11, c. 198],

— ciyyaiinbii iec (Random Forest) [4, c. 123;
12, c. 85],

— nepeso pemenuii (Decision Tree, DT)
[4, c. 105; 12, c. 81],
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— nuneitHas perpeccus (Linear Regression)
[4, c. 3801,

— MOJACPKUBAIOIINE BEKTOPHBIE MAIINHBI
(Support Vector Machine, SVM) [13, c. 316],

— noructuueckas perpeccus (Logistic Re-
gression) [4, c. 241].

UckyccrBennas HelpoHHas ceTb (ANN)
MpeACTaBIsIeT co00i MOJeNb, KOTOpas dMy-
aupyeT paboTy OMOJOrHYecKOro HeHpoHa, ee
IJlaBHas 11eJb — BOCCO3/1aTh METO/bl OIIEHKH
JIAaHHBIX, TaKUe Kak Kiaccudukaius, 0000-
LICHUE U Pacro3HaBaHUE 00pa30B, HCIOIb3Ys
MIPOCTHIE pacHpe/ieiieHHbIE U YCTOHYNBBIE 00-
pabOTYHKH NaHHBIX, HA3bIBAEMBIE DJIECMEHTaMU
o6pabotku (PE) nim nckyccTBeHHBIMH HEHpPO-
Hamu. OcHoBHOe npeumyIecTBo ANN 3akiito-
4aercsi B TOM, 4TO OOy4eHHE MOAETH MPHBO-
JUT K W3MEHEHHWsIM B HelipoHax. OOpaboTka
JAHHBIX OCYIIECTBISETCS B paclpeneeHHOM
napajuiensHoM pexkuMe. ANN  mpencraBiis-
10T cO00# MOIIHBIE HHCTPYMEHTHI 00pabOTKH
JAHHBIX, CHIOCOOHBIC BBISBIISATH 3aBHCUMOCTH
B Habope JaHHBIX. B WX OocHOBe jexkar wuc-
KYCCTBEHHBIE HEHPOHBI, KKl U3 KOTOPBIX
HMMeeT CUCTEMHBIH y3el, BKIIOYaroIuil B ceOst
CBSI3U C JApYruMU HellpoHamu. B koHeuHOM
WUTOTE BBIXOJHOM HEHPOH II0OJy4aeT B3Be-
LICHHYIO CyMMY BXOJIHBIX JAaHHBIX W TIPHMe-
HSICT HENMHEHHYI0 (QYHKIHMIO K 3TOH CyMME,
YTO JAE€T OKOHYATEJIbHBIM PEe3ybTar sl BCE
Hetviponnout cetu [8; 12, c. 379]. HausHrbrit
0aliecOBCKUH KJIaCCU(PHUKATOP OCHOBBIBACTCSI
Ha IIPUMEHEHUM TeopeMsl balieca U mpenHa-
3HaueH JJIsl KJIACCOBOW KiacCH(PUKaK JaH-
HBIX C HE3aBUCHMBIMHU NPH3HAKAMHU, TO €CTh
KaXIplli W3 TNPHU3HAKOB HE3aBHCUMO BIHSET
Ha TO, YTO OOBEKT NMPHUHAMICIKUT ONpe/IeIeH-
HOoMy Kkiaccy. Meron K-Ommxkaiimmx coceneit
(k-NN) ocHOBBIBaeTCsi Ha TOM, YTO OOBEKTEHI
CXOXKHX KIIACCOB CTPEMSITCSI HAXOAUTHCS ONU3-
KO JpYyT K JAPYTY B MPOCTPAHCTBE MPU3HAKOB.
Hnst xnmaccudukanuu HOBOTO OOBEKTa airo-
put™M HaxoauT k Ommkaimmx oOydarommx
0O0BEKTOB M OIpEeJeIsIeT ero Kjacc Ha OCHOBE
Ma)KOPUTApPHOT'O TOJIOCOBAHUS CPEIN 3TUX CO-
ceneit. [Tapamerp k siBIIsseTCS ETBIM YHCIIOM,
3aJlaHHBIM T10JIb30BaTeNeM, M KOHTPOJIHUPYET
KOJIMYECTBO COCeNIel, yUNThIBAEMBIX B KJIacCH-
¢bukauum [4, c. 64]. Ans ynydiieHus KauecTsa
KIacCH(UKAIMK MOXHO HCIIOJIB30BaTh aj-
TrOpUTM «ciaydaiiabiii nec» (Random Forest)
[4, c. 123; 12, c. 85]. On sBnsieTcs pacuupe-
HUEM aJropuTMa JepeBa pelieHui (OCHOBaH
Ha npasune: «Ecnu <ycnmoue>, To <oxuuae-
MBII pe3yNIbTaT>»), UCIOIb3YEeT aHcaMOIb Jie-
PEBBEB UIS TIPEICKa3aHus KJIacCOB OOBEKTOB.
Kaxxnoe nepeBo crpoutcs Ha CiIydaifHOM MOJ-
MHOKECTBE OOYyYarolMX AaHHBIX U CIy4aid-
HOM TIOZIMHOKECTBE MpHU3HaKoB. B pe3ynprare
Ka)XJ10€ AepPEeBO B aHCAMOJIe OTIINYaeTCsl OT CO-
CEIIHEer0, YTO MO3BOJSIET YMEHBIIUTH d(PPeKT
nepeoOydeHrsl W IOBBICHTh KayecTBO Ipell-

ckazanuii. OcoOOEHHOCTD JINHEHHOW perpeccuu
B TOM, YTO OHA ITPECKa3bIBACT ICHHOCTh HEU3-
BECTHBIX JJAHHBIX C TIOMOIIILIO JIPYTOTO CBSI3aH-
HOTO ¥ M3BECTHOTO 3HAUEHUS JTAaHHBIX, Mare-
MaTHYEeCKH MOJIETNPYET HEU3BECTHYIO MU 3a-
BUCUMYIO IICPEMEHHYIO 1 U3BCCTHYIO WJIN HEC-
3aBUCUMYIO IIEPECMCHHYIO B BUIC JIMHEUHOTO
ypaBHenusi. OqHUM U3 HanOoee MOy PHBIX
METO/IOB OOY4YeHHs, KOTOPHIA TPUMEHSETCS
JUTSL peleHns 3a/1ad KIacCU(UKAIUH, SBIIA-
eTCs METOJ OMOPHEIX BekTopoB (SVM), oc-
HOBHAs €r0 HJesl 3aKIIF0YacTCsl B MOCTPOCHUH
THIEPIJIOCKOCTH, pa3Aeisioneil 0ObeKThl BbI-
OOpKHM ONTHMAJIBHBIM CHOCOOOM. AJITOPUTM
paboTaer B MPeNIoI0KESHNHN, YTO YeM OOJIbIIe
paccTostHHe (3a30p) MEXTy pa3iemsIoniei TH-
MEPITIOCKOCTRI0 U OOBEKTaMH pa3fesieMbIX
KJIaCCOB, TeM MEHbIIe Oy/eT CpeaHss ONIMo-
ka kiaccudukaropa [13, c. 316]. Jlns nowuc-
Ka B3aMMOCBSI3eH MEXIy IBYyMs (hakropamu
JTAHHBIX MPUMEHSETCS METOJ JOTHCTUYECKON
perpeccun, 3Ta B3aUMOCBSA3b HCIIOIB3YET-
Cs NIl IPOTHO3WPOBAHMS 3HAYCHUS OJIHOTO
u3 3TuX (aKTopoB Ha ocHoBe napyroro. Jlo-
TUCTHYECKUH perpecCUOHHBIN aHanu3 0000-
[1aeT METOA JINHEHHOH perpeccuu u BMECTO
Mpe/icKa3aHusi KOHKPETHOTO 3HaueHus (Kak
9TO JellaeT MOJIEh JHUHEHHON perpeccun)
BBIAET YHCIIO Ha mHTepBajie oT 0 go 1. Yro-
0B mpeoOpazoBaTh JI000E YHCIO B yKa3aH-
HBIN Auana3oH, UCIOJIb3YCTCA JIOTUCTUYCCKAA
(YHKIUS — CUTMOHU/IA, IJIABHBIM €€ CBOMCTBOM
SIBIISIETCS TO, YTO OHAa (PAKTHYECKH HE3aBHCH-
Ma OT 3HaYeHHWU ee apryMeHTa, ITO3TOMY pe-
3yJABTaTOM BCeraa OyJeT YnCiI0 B WHTEpBaje
[0,1]. Takum obOpaszom, 3Ty QYHKIHIO MOXKHO
paccMarpuBaTh Kak yIO0OHBIA CIIOCOO CHKATHS
WM YIAKOBKH 3HAYCHHM, BBIYUCISEMBIX C 110~
MOIIBIO JIMHEHHOUM Monenu [ 14].

PeByJ'lI)TaTbI HCCJICAOBAHUSA
U UX 00CyKIeHne

Pesynbprarel cpaBHEHUS aITOPUTMOB Kiac-
CU(UKALIUK TPUBEICHBI B Ta0UIIE 1.

Jisi OKOHYATEeJILHOTO BBIOOpA TMOIXOAS-
HIEr0 aNropuTMa Kiaccuukanuu ObLIO Mpo-
BE/ICHO MMUTALMOHHOE MOJEINPOBaHUE aJIro-
puTMOB. OLIEHUBAINCH alITOPUTMBI Ha OCHOBE
CIEAYIONIUX MoKa3aTenen:

— IPOITYCKHAsI CIOCOOHOCTh — KOJTMYECTBO
JIAHHBIX, 00paOOTaHHBIX AJTOPUTMOM 3a €/Iu-
HUILy BPEMEHU,

— BpeMsi OTKJIMKa — BpeMsl, KOTOpoe Tpedy-
€TCsl MOJIENH, YTOOBI 00padoTaTh OAMH 3a1poc,

— TOYHOCTh — HACKOJIBKO MPaBHIBHO MO-
JIeITb TIPEJICKa3bIBaeT JaHHbIE.

MonienupoBaHue BBITOJIHEHO B CHUCTEME
RapidMiner, xotopas siBIseTCsl Cpemou UIs
MPOBEJCHHUS SKCIEPUMEHTOB M PELICHUS 3a1a4
WHTEIUICKTYaJIbHOTO aHalIN3a, BU3yalU3alluu
u MomenupoBanus [15; 16].
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Taoauma 1

CpaBHUTENBHBIN aHAIN3 ATOPUTMOB KIaccu(puKanum

Anroput™

[Ipeumyiecrra

Henocrarknu

ANN

— 3 peKTHBEH MPH MOACITMPOBAHNH CIIOXK-
HBIX HEJIMHEHHBIX OTHOIICHUH MEXIy
BXOJIHBIMH H LIEJIEBBIMU ITEPEMEHHBIMH,

— aJIaITUBEH K M3MEHEHUSIM B JIaHHBIX,
— MacmrTadupyeMocTh (00paboTka 60ITh-
muX 00bEMOB JIAHHBIX )

— 3aTPaTHBIN MIPU PeaTU3aI[K BBIYUCICHUH,
— HEOOXOAUM OOJIBIION 00BEM JAaHHBIX IS
o0yJeHus,

— CIIO)KHOCTh MHTEPIIPETAIIHH,

— CKJIOHHOCTb K MEpeo0yUCHHUIO

Naive Bayes

— IPOCTOTA U CKOPOCTb,
— 3¢ GEKTUBHOCTh HAa HEOOBIIUX HAOO-
pax JaHHBIX,

— Xopoiee 00001IeHue,

— xoporrasi 00paboTka KaTeropHaIbHBIX
MPU3HAKOB

— OI'paHUYCHUC O MPCAITOJIOKECHNHU HE3aBU-
CHMOCTH TPHU3HAKOB,

— HECIIOCOOHOCTh YNaBIMBATh CIIOXKHBIC
B3aUMOCBSI3H,

— rpoOIIeMbl ¢ HecOaTaHCUPOBAHHBIMH JIaH-
HBIMH,

— YyBCTBUTEJILHOCTh K Ka4€CTBY JAHHBIX,

— Hed(pPeKTHBHOCTH TPH HATHYNH KOppe-
JMPYIOMINX IPU3HAKOB

k-NN — IIPOCTOTA, — BBIYHCIIUTEIbHAS CIIOKHOCTb,
— OTCYTCTBHE O0yUCHHS, — Hed((PEeKTUBHOCTH Ha BHICOKOPA3MEPHBIX
— aJIaITUBHOCTD K M3MCHEHUSIM, JTAHHBIX,
— XOpomIasi IPOU3BOANTEIFHOCTD Ha He- | — YyBCTBUTEIBHOCTh K BBIOOpY mHapame-
Oompmux 00beMax TaHHBIX Tpa k,
— Hm3Kast 3 dekTUBHOCTH Ha HecOaTaHCH-
POBaHHBIX JAHHBIX,
— 3aBUCHMOCTb OT METPUKHU PACCTOSIHUS
Random — BBICOKAsi TOYHOCTD, — CIIO)KHOCTBH MHTEPIIPETALNY,
Forest — YCTOMUYHMBOCTD K TIepeoOydeHHIO, — CIIO)KHOCTB 10J100pa rHIeprapaMeTposB,
— 3(EeKTUBHOCT HA OONBIIMX OOBEMax | — BEIYMCIMTENIBHO 3aTPATHBIN MpoIecc
JIaHHBIX,
— MacmTabupyeMOCTb — JIETKO Mapaiie-
nu3yeTcs U MoxeT 3(hdexTuBHO obpada-
TBIBaTh 33/1a4d Ha MHOTOIIPOIIECCOPHBIX
U pacrpeie]IeHHbIX CHCTeMax
DT — IIPOCTOTa UHTEPIPETAILIUH, — CKJIOHHOCTb K IepeoOydeHHIo,
— He TpeOyeT npeoOpadboTKN TaHHBIX, | — HEYCTOWYMBOCTH K M3MEHEHUSIM B JIAaHHBIX,
— YCTOWYMBOCTH K BEIOpOCAM, — Hea(ekTHBHOCTE Ha OOMBIINX 00BEMax
— paboTaeT ¢ HeNMMHEHHBIMY JaHHBIMU | IAaHHBIX,
— CJIO)KHOCTH OOpabOTKHM KaTeTOPHAIHHBIX
JIAHHBIX
Linear — IIPOCTOTa UHTEPIPETALIUH, — OIPaHUYECHHOCTH B MOJICITUPOBAHHMH CIIOXK-
Regression — 3¢ PEeKTUBHOCTD IPY JTMHEHHOH 3aBHCH- | HBIX B3aMOCBSI3EH,
MOCTH, — 4yBCTBUTEJIBHOCTH K BEIOpOCaM,
— BBIYHUCJIUTEIbHAS 3PPEKTUBHOCTD — OrpaHWYEHHE Ha KOJIMYECTBO NTPU3HAKOB,
— OTPaHMYEHHs O TPEIIOJIOKEHUN TIpe.-
CTaBJICHUS JAaHHBIX (JIMHEHHOCTH, HOp-
MaJIbHOE PAaCIpeesICHUEe OCTaTKOB, OTCYT-
CTBHE MYJIBTHKOJJIHHEAPHOCTH)
SVM — 93()(EeKTUBHOCTH B ITPOCTPAHCTBAX BBI- | — YyBCTBUTEIBHOCTD K BEIOOPY MapamMeTpoB,
COKOH pa3MepHOCTH, — CIIO)KHOCTBH MHTEPIIPETALINY,
— s(pexTHBHOE MCTIONH30BAHUE TAMSATH, | — BBIYUCIUTENBHAS CIOXHOCTh OOYYCHUS
— aJaNTHBHOCTh K PAa3IMYHBIM THIAM | Ha OOJbIINX HAOOpax JTaHHBIX
JIAHHBIX,
— YCTOMUYUBOCTb K IIEPeOOyIECHHIO
Logistic — IIPOCTOTa UHTEPIPETALIUH, — Hed(PEKTUBHA B CIIydae HEIMHEHHBIX 3a-
Regression — 3¢ PEeKTUBHOCTD HA OOJBIINX 00bEMaXx | BACUMOCTEH,
JAHHBIX — TPATUT OTHOCUTEIBHO HEOOIIb- | — YyBCTBUTEIBHOCTH K BEIOpOCaM,
I10€ KOJIMIECTBO PECYPCOB, — Tpebyercst mpenodbpaboTKa ITaHHBIX JUISA
— MaJio ITapaMeTpoB 3aII0JTHEHHMS] TIPONYIIEHHBIX 3HaYCHUH
[Tpumevanue: cocTaBiIeHO aBTOPaMU Ha OCHOBE ITOJTYYCHHBIX JAHHBIX B XOJI€ HCCIICIOBAHMSI.
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Retrieve all_tickets

c out|

Urgency = label

exa exa

ori D

v

Split Data 80:20

Apply Model

Naive Bayes Performance (3)
exa f: exa tra mod D
ori ) exa [) D—
v v

Execution Time

thr ' . thr

thr ) thr

v

Mooenuposanue ancopumma Hau8Ho20 6alieco8CKO20 KAACCUPUKAmMopa

B kayecTBe HCXOMHBIX JTaHHBIX OBbLIN B3STHI
JaHHBIC O MOJIb30BATEILCKUX 3asiBKaX CO Clie-
oyrommMu  arpuOyramu: title, body, ticket
type, category, sub_categoryl, sub_category?2,
urgency, business_service, impact. Bermonae-
HO pasJielicHHe JIAaHHBIX Ha TPEHUPOBOYHYIO
U TECTOBYIO BBHIOOPKH B cooTHomeHuu 80:20.
Knaccudukanuys BeITOTHSIIACH IO CPOUHOCTH
3asBKU. ONTUMaJIbHBIC HAOOPHI TUTIEPIIapamMe-
TPOB, TO €CTh TAPAMETPOB, KOTOPHIE 3aIAFOTCS
B Hayajie 00y4YeHUsI, OTPEIEICHBI C TOMOIIBIO
TPHUI-ONITHMHE3AINN TTapaMeTpoB (grid search).
Grid Search 3axmouaeTcst B mepedope BO3MOXK-
HBIX TapaMeTpoB M BBIOOpE Jydllel KoMOu-
HallUK, KOTOpasl JIaeT HAWIYYIIMH pe3yJbTar.
[Tpumep opraHn3anvy UMHTAIIMOHHOTO dKCIIE-
pHUMEHTA JUISl HAMBHOTO 0alieCOBCKOTO KIIACCH-
(ukaropa npuBe/ICH Ha PUCYHKE.

OTMEeTUM OCHOBHBIE JTallbl MOICIUPO-
BaHUSl aITOpUTMa HaWUBHOIO OaileCOBCKOTO
Ki1accuduKaropa: Ha NpeIBapUTEIBHOM dTare
(oOmwii 11t BCEX aJrOpPUTMOB) TTOJTOTABIIHBA-
OTCS JJTAHHBIE TSI TIPOBE/ICHUST SKCTICPHMEHTA —
Ha PUCYHKE 3TH OINEPAIU BBITONHSIOT OJIOKH
Retriever all tickets, Numerical to Polinom,
Ugrency, Split Data, nanee paccuuThIBatOTCS
arprOpHBIC BEPOSTHOCTH MPHUHAICKHOCTH 3a-

SBKM K ONpEJEICHHOMY Kiaccy, 3TOT pacyeT
BO MHOTOM OCHOBBIBAETCS Ha ITPEIBAPUTEIBHBIX
JAHHBIX, KaK CyOBCKTHBHBIX, TaK M OOBEKTHB-
HBIX, ¥ (popMupyeTcst PYHKIMS TPaBIONOI00uS
KaK pe3yJabTaT IMPOBEICHHS CTATHCTUYECKOIO
MonenupoBanus (0mok Native Bayes). s 3a-
Jla4u KJIACCU(PUKAIINK TOCTATOYHO HAMTH KIIacc
C MAKCUMQJIBHOW arlOCTEPUOPHON BEPOSTHO-
CThI0. Ha 3aKimounTelbHOM 3Tane MpOBOAATCS
M3MEpEHHMs BEIOpAaHHBIX paHee MoKas3aTesiei Mo-
nemu (omoku Performance n Execution Time).

Pesynbrarel MOIETUPOBAHUSI ANTOPUTMOB
MIpeICTaBICHBI B TaOIHIIE 2.

ANTOPUTMBI OBUTH PaHKUPOBAHBI 1O KaXkK-
JIOMY TOKa3aTelio, W A BBIOOpa JIydIIEro
NPUMEHEHA HHTErPabHas OLIEHKA B BUJIE CyM-
MBI PaHIOB — QJI'OPUTM C HAUMEHBIIUM DPaH-
TOM TPU3HAETCS JIYUIIUM C TOYKH 3PCHUS €ro
BiMsiHUS Ha 3 dekTHBHOCTH Tporecca obpa-
0oTku 3asBOK. llpu HEOOXOAMMOCTH MOXKHO
UCIIONIb30BATh U APYTOM MPHUHIUI CpPaBHEHUS,
HO OYEBMHO, YTO B JTAaHHOM CIIy4yae pe3yJbTaT
BbIOOpa HE JOJDKEH U3MEHUTHCS — Ha OCHOBE
BBISIBIICHHBIX TPEUMYIIECTB W IOKa3aTelne
MojeJiel HauTy4IINM aIrOpUTMOM Kitaccudu-
KaliK JJ1s1 ONTHMHU3AIIHA CUCTEMBI 00paOOTKH
3asIBOK SIBJISICTCS AEPEBO PEILICHHUH.

COBPEMEHHBIE HAYKOEMKUE TEXHOJIOTUM Ne 12, 2025
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Taoauma 2
CpaBHHTETLHBIN aHAIN3 aJITOPUTMOB KJIacCH(DHUKAITIH
Ha OCHOBE METPHUK IMOCTPOCHHBIX MOJIeNen

Anroputm clggggg;gx, Panr 0?1?;;\14[?3, Panr Toq};/OCTL’ Panr Cymma

3asBKa/C MC 0 PaHIoB
ANN 43936,65 5 0,02276 5 87,19 3 13
Naive Bayes 285588,24 2 0,00350 2 78,84 8 12
k-NN 1017,07 8 0,98321 8 86,02 6 22
Random Forest 11463,99 6 0,08722 6 86,76 4 16
DT 571176,47 1 0,00175 1 88,69 1 3
Linear Regression 147121,21 3 0,00679 3 86,69 5 11
SVM 3124,19 7 0,32008 7 80,15 7 21
Logistic Regression 87477,48 4 0,01143 4 87,59 2 10

HpI/IMC‘IaHI/IeI COCTaBJICHO aBTOpaMH Ha OCHOBE IMOJYYCHHBIX JAHHBIX B XOA€ UCCIICAOBAHUSA.

3aKkjIoueHue

B pesynbrare ucciaeoBaHus MOMYISPHBIX
AJITOPUTMOB KJIACCU(DUKAIIMH, BBISBICHUS HX
OCOOCHHOCTCH TPUMEHCHHSI, TMPEUMYIICCTB
U HEJOCTaTKOB, & TAKXKE MPOBEJACHUS MMHTA-
LIMOHHOTO MOJICITUPOBAHUS TTOTYUYCHBI OI[CHKH
MoKasarelnieil MojieNieii U MPOBEACHO WX PaH-
JKHPOBaHHUE. DTO TMO3BOIIIO BEIOpaTh HAMOO-
Jee TOAXOISIINI aNTOPUTM KJIaCCH(PUKAITAN
JUISE OTNITHUMHU3ALMU CHCTEMbI 00pabOTKH 3a-
SIBOK — aJTOPUTM JiepeBo pemieHuid (decision
tree). Jlns xnaccudukanuu 3asiBOK OH MOXKET
OBITh A((EKTUBHBIM BBIOOPOM ISl OTITUMHU-
3aIUy TIporecca 00padOTKH 3a CUET BBICOKOH
TOYHOCTH U MPOITYCKHOM CIIOCOOHOCTH, JIETKO
UHTEPIPETUPYETCS I PA3JIUYHBIX JIAHHBIX,
TpeOyeT HeOONBIION U CPABHUTEIBHO MPOCTOM
IIpeIBAPUTEIBHON 00pa0OTKU JaHHBIX, a TaK-
XKe croco0eH 00padarhiBaTh Kak YHCIOBBIE,
TaK M KaTeropuabHbIC JIAHHBIC.
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